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Abstract  

Financial statements are critical to users, as the increasing fraud cases have left 

behind irreversible impacts. Hence, this study aims to identify the appropriate 

financial ratios for fraud risk prediction in the financial statements of 

companies listed on the Tehran Stock Exchange within the 2014–2021 period. 

The study is based on data from 180 companies listed on the Tehran Stock 

Exchange, encompassing a total of 1440 financial statements. To select the 

most appropriate ratios for fraud risk prediction, all financial ratios were tested 

by three metaheuristic algorithms, i.e., genetic algorithm, grey wolf 

optimization, and particle swarm optimization. Metaheuristic and data mining 

methods were employed for data analysis, and these analyses were conducted 

using MATLAB R2020a (MATLAB 9.8). According to the research results, 

the fitness function yielded 0.2708 in particle swarm optimization (PSO). With 

an accuracy of 72.92% after 19 iterations, PSO was more accurate and 

converged faster than the other algorithms. It also extracted 11 financial ratios: 

total debts to total assets, working capital to total assets, stock to current asset, 

accounts receivables to sales, accounts receivables to total assets, gross income 

to total assets, net income to gross income, current assets to current debt, cash 

balance to current debt, retained earnings and loss to equity, and long-term debt 

to equity. The support vector machine (SVM) classifier was then employed for 

fraud risk detection at companies through the ratios extracted by the proposed 

algorithms. The accuracy and precision of financial ratios extracted by PSO 

and SVM were reported at 80,60% and 71,20%, respectively, which indicates 

the superiority of the proposed model to other models. Considering that the 

results obtained from the performance evaluation of financial ratios provided 

by PSO-SVM demonstrate the capability of this method in predicting the 

likelihood of fraud in financial statements, it can assist financial statement 

users. By incorporating these ratios about the performance of the target 

companies and comparing them with those of other companies, users can make 

more informed decisions in economic decision-making, investments, credit 

assessments, and more, ultimately minimizing potential losses and risks. 

Keywords: Financial ratios, Metaheuristic algorithm, Particle swarm 
optimization, and Support vector machine. 

Introduction                                                                          

We live in the information age when the capital market is the economy's 

driving force based on information. Accounting is an information system that 

produces financial statements for companies, considered the most important 

sources of information used in a capital market. If this information is accurate, 
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decent, precise, and reliable, it can significantly help users to make investment 

decisions. 

In recent decades, fraudulent financial reporting has been among the 

hottest topics law enforcers and legal institutions have raised worldwide 

(Rastatter et al., 2019). Associated with the bankruptcy of large-scale 

companies, fraud has caused serious concerns about the quality of financial 

reporting and increased risks and costs of businesses (Khani, 2005). Iran is no 

exception to the growth and harm of this economic phenomenon. In the past 

two decades, fraud has been the most frequent topic of discussion in financial 

markets and socioeconomic institutions in Iran (Raeisi et al., 2018). All over 

the world, legislators have passed different laws to support fraud prevention, 

such as the UK Public Interest Disclosure Act 1999, the Australia Corporations 

Act 2001, and the US Sarbanes Oxley Act 2002. In most developed countries, 

official organizations also report statistics on the occurrence of fraud and the 

introduction of fraudulent companies. For instance, the Association of Chief 

Police Officers exemplifies such organizations in the US. Conducting an 

analysis of fraud on a global scale twice a year, this association detects fraud 

and financial scandals. It publishes a comprehensive report of various types of 

fraud, frequency of fraud, and financial impacts. 

The accurate prediction of fraud risk in financial statements will improve 

the ability to detect and prevent fraud and reduce the high fraud costs. Known 

as an auditor’s responsibility for fraud and fault in auditing financial 

statements, Iran’s Audit Standard 240 urges auditors to consider the concept of 

fraud in financial statements. However, according to Section 4 of this standard, 

even if an audit is planned and implemented correctly in accordance with 

relevant standards, it is complicated but essential to detect fraud, which is 

usually concealed. 

Given the number of TSE-listed companies, membership in the Tehran 

Stock Exchange in the International Organization of Securities Commission 

will undoubtedly require improving the quality of financial information and 

predicting fraud risk in financial statements. Despite the importance of fraud 

risk detection in financial statements in Iran, no legal institutions can directly 

analyze and detect cases of financial fraud. Furthermore, there are no databases 

to disseminate the list of companies that commit fraud in financial statements. 

In fact, the cases of fraud analyzed in the Tehran Stock Exchange are 

announced privately but not publicly if judicial courts reach and issue verdicts 

(Etemadi & Zolfi, 2013).  

Also, with advances in technology and high-speed communication 
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networks, fraud methods have become so complicated that it is more accessible 

to commit fraud but more challenging to detect. In fact, fraudsters now act 

intelligently and quickly (Sadgali et al., 2019). Hence, detecting fraud is a 

challenging and complicated but essential task. Thus, studies have gradually 

started using artificial intelligence techniques rather than conventional methods 

and statistical analysis due to their reliance on restrictive hypotheses such as 

normal distribution and high classification error rates (Yao et al., 2019). 

Financial statements published by publicly traded companies in the stock 

market are the most critical source of information in the capital market. This 

information should be transparent and reliable so that users such as investors, 

creditors, and managers can make informed economic decisions and allocate 

their capital effectively. Fraud in financial statements not only leads to resource 

wastage and the failure to achieve organizational goals but can also trigger 

economic crises on a macroeconomic scale, create concerns, and erode public 

trust in accounting, auditing professions, and financial reporting (Rezaei & 

Reilly, 2010). Additionally, due to the absence of an organization or platform 

dedicated to identifying companies engaged in fraud and the limitations of 

statistical methods in fraud detection, given the complexity of fraudulent 

practices, the question arises: Given the importance of predicting the likelihood 

of fraud, what are the best variables and methods for detecting fraud in 

financial statements? 

Rarely has research been conducted on using artificial intelligence methods 

to extract suitable variables for predicting the likelihood of fraud and 

comparing the performance of these variables. Therefore, this study aims to 

identify appropriate financial ratios using heuristic methods as predictive 

variables for fraud risk prediction in financial statements. 

Paper Organization 

Section 1: Introduction, Objectives, and Research Innovations: In this section, 

we introduce the research problem, delineate the objectives, and highlight the 

key innovations driving this study. We establish the significance of our 

research within the broader context of financial fraud detection. 

Section 2: Theoretical Foundations and Research Background This section 

delves into the theoretical underpinnings of our research. We review relevant 

literature that provides insights into the relationship between financial leverage 

and accounting practices, the potential impact of high leverage on fraud-related 

agreements and borrowing capabilities, and the influence of leverage on 

earnings management strategies. This section underscores the theoretical 
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framework upon which our research is built. 

Section 3: Research Hypothesis Here, we articulate our research 

hypotheses, which guide our investigation into the relationships between 

financial ratios, leverage, and financial fraud within company financial 

statements. We pose critical questions concerning the role of financial leverage 

in influencing accounting practices and potentially fraudulent activities. 

Section 4: Research Methodology This section outlines our research 

methodology. We describe our data selection process, feature extraction, and 

feature selection techniques, including the application of metaheuristic 

algorithms such as Particle Swarm Optimization (PSO), Grey Wolf Optimizer 

(GWO), and Genetic Algorithm (GA). Additionally, we explain the 

classification methods used to predict financial fraud. 

Section 5: Research Findings In this section, we present the empirical 

results of our research. We analyze the predictive performance of our model 

and provide insights into the key financial ratios that contribute significantly to 

fraud detection. We also discuss the implications of our findings for 

practitioners and policymakers. 

Section 6: Discussion and Conclusion The final section encompasses the 

discussion of our results, highlighting their significance in financial fraud 

detection. We summarize vital takeaways and suggest avenues for future 

research in this critical domain. 

Our paper is structured as follows: In Section 1, we introduce the research 

problem, objectives, and research innovations, emphasizing the significance 

within the context of financial fraud detection. Section 2 provides the 

theoretical foundations and research background, establishing the theoretical 

framework of our study. Section 3 presents our research hypotheses, guiding 

our exploration of the relationships between financial ratios, leverage, and 

financial fraud. Section 4 outlines our research methodology, covering data 

selection, feature extraction, and using metaheuristic algorithms like Particle 

Swarm Optimization, Grey Wolf Optimizer, and Genetic Algorithm. We also 

explain our choice of classification methods for fraud prediction. Section 5 

presents empirical findings, analyzing model performance and highlighting 

critical fraud-detecting financial ratios with implications for practitioners and 

policymakers. Finally, in Section 6, we discuss our results' significance in the 

context of financial fraud detection and conclude by summarizing key insights 

and suggesting future research directions. 

Literature Review 
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Definition of Fraud 

According to Aderibigbe and Dada (2007), fraud is intentional deception to 

deprive others of their properties and rights by planning and implementing 

fraudulent actions directly or indirectly. The Institute of Chartered Accountants 

of Nigeria (2006) defined fraud as a deliberate action taken by one or several 

individuals, such as managers, employees, or third parties, to present false 

information on financial statements. 

The American Institute of Certified Public Accountants (AICPA) defined 

fraud as an extensive, illegal concept that could be employed to determine 

whether fraud was intentional or unintentional and to distinguish between fraud 

and mistake (Kaufmann et al., 2009). 

Standard accounting definition of fraud: According to Section 24 of Audit 

Standards, distortion of financial statements can result from fraud or mistake. 

Based on this standard, “fraud” denotes any deliberate or deceptive actions 

taken by one or several individuals, such as managers, employees, or third 

parties, to gain an illegal advantage. Although fraud is a broad legal concept, 

what concerns an auditor include fraudulent actions leading to substantial 

distortion of financial statements (Audit Standards Committee, 2020). 

Methods of Fraud 

The Association of Certified Fraud Examiners (ACFE) classified cases of 

professional fraud into three categories: financial corruption, abuse of assets, 

and fraud in financial statements. The following figures report statistics for the 

frequency and financial effect of each fraud category: 

Figure 1. Frequency of fraud categories (Ref.: ACFE reports, 2022) 
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Figure 2. The financial effect of loss caused by fraud categories (Ref.: ACFE 

reports, 2022) 

Financial Corruption: In this category of fraud, the employees of a 

department take advantage of their positions and influence to gain direct or 

indirect interests such as commission fees, involvement in the conflict of 

interests (plans of purchase and sales), and bribery (Sedighi Kamal, 2013). 

Abuse of Assets: This category of fraud includes the theft or misuse of 

assets in an organization. The cases of this category include cash theft 

techniques, commodity theft, asset theft, and illegal use of assets as personal 

assets (Vakilifard et al. Ahmadi, 2009). 

Fraud in Financial Statements: According to Section 24 of Audit 

Standards, this category of fraud includes deception attempts such as false 

documentation, manipulation or distortion of accounting records or backup 

documents of financial statements, false presentation or deliberate deletion of 

events in financial statements, and misuse of accounting standards for 

measurement, identification, classification, presentation, or intentional 

disclosure. 

Financial Frauds Theories 

Until now, numerous theories and perspectives regarding the factors 

contributing to fraud have been proposed, each attempting to elucidate the 

constituent elements of fraud. These theories span a multidisciplinary 

spectrum, ranging from financial and administrative sciences to law and 

psychology (Yazdani-Fazlabadi, 2016). Below, some of the most significant 
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theories on fraud are presented. 

Iceberg Theory: This theory emphasizes that detecting financial fraud is 

akin to spotting the tip of an iceberg, where most fraudulent activities remain 

concealed beneath the surface. It delves into structural factors such as 

organizational goals, hierarchy, financial resources, employee skills, and 

performance metrics. Additionally, it considers behavioral elements like 

attitudes, norms, and values (Yazdani Fazalabadi, 2016). 

Fraud Triangle Theory: Schuessler and Cressey's Fraud Triangle Theory 

identifies three essential elements for fraud: motivation, opportunity, and 

rationalization. It posits that fraud is less likely if any of these elements is 

missing. Motivation arises from financial pressure, while weak internal 

controls and organizational policies facilitate opportunity. Rationalization is 

the final step in which the individual justifies fraudulent actions (Schuessler, 

Cressey, 1950). 

Fraud Diamond Theory: Building upon the Fraud Triangle, this theory 

introduces a fourth element: capability. It considers an individual's capacity, 

intelligence, self-confidence, and persuasive abilities to engage in fraudulent 

activities. Economic downturns and organizational crises significantly enhance 

the capability component (Wolfe, Hermanson, 2004). 

Fraud Pentagon Theory: Sorunke extends the Fraud Diamond Theory by 

introducing ethical characteristics as a fifth element. It argues that assessing an 

individual's ethical attributes, including their moral code, desires, and 

indifference to certain behaviors, is crucial for understanding their propensity 

for fraud (Sorunke, 2016). 

Theory of Planned Behavior: This psychological theory focuses on 

intentions and attitudes as precursors to behavior. It suggests that individuals 

are more likely to engage in a specific behavior if they have a positive 

intention, a favorable attitude, and perceive control over the behavior. In the 

context of fraud, these factors can be instrumental in predicting fraudulent 

actions (Beck, Ajzen, 1991). 

Financial Ratios 

In human societies, the necessity of financial information has always caused 

intellectual challenges in providing decision-makers with helpful information. 

In this case, attempts have been made to find the correlation and proportion of 

different types of financial information. With the massive increase in the 

amount and flow of financial information in the 1890s, financial statements 

were presented first based on demands and necessary items. After that, they 
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were presented in comparative columns. Since the 19th century, they have 

finally been extracted and presented as financial ratios to acquire significant 

information from financial statements. In fact, financial ratios are used in 

practical areas to analyze corporate performance, compare yields in different 

years, predict a company's future success and performance, and compare 

different companies in research studies to design and propose various models 

(Zare Bahmanmiri & Malekian, 2016). According to many Iranian and non-

Iranian studies (e.g., Kamrani and Abedini (2022), Cheng, Kao and Lin (2021), 

Rezaei, Nazemi Ardakani, and Naser Sadr Abadi (2020), Tashdidi, Sepasi, 

Etemadi, and Azar (2019), Omidi, Min, Moradinaftchali, and Piri (2019), Jan 

(2018), Omar, Johari, and Smith (2017), Ebrahimi and Khajavi (2017), Zare 

Bahmanmiri and Malekian (2016)), financial ratios are capable of describing 

the importance of corporate features concerning significant events such as 

fraud. This study used financial ratios as the independent variables or fraud 

predictors of financial statements. 

Financial ratios are classified into the following categories. To classify 

financial ratios into the categories mentioned in this paper, we have drawn 

upon established literature in financial management. The categorization 

process has been informed by authoritative texts, including "Modern Financial 

Management," translated by Dr. Ali Jahan Khani and Mojtaba Shoori. 

Additionally, "Financial Management," authored by Dr. Reza Tehrani. 

Moreover, in "Financial Management," authored by Dr. Ahmad Ahmadpour 

and Dr. Mahmoud Yahyazadeh. These sources provide comprehensive insights 

into the classification and analysis of financial ratios, contributing to the 

development of our research. 

Ratios of Short-Term Affordability Evaluation or Liquidity Ratios: As 

their name suggests, these ratios provide information regarding a company's 

liquidity status and indicate its ability to fulfill short-term financial 

commitments. According to St. Piero Anderson (1984), current assets of 

fraudulent companies result incredibly from their inventories and accounts 

receivable (Persons, 2011). 

Ratios of Long-Term Affordability Evaluation or Leverage Ratios: 

Measuring the ability of a company to fulfill long-term commitments, these 

ratios indicate how much debt was used in financing and capital structure. 

Christie (1990) demonstrated a positive correlation between leverage and 

income-increasing accounting behaviors. Pearson's (2011) perspective suggests 

that higher leverage may sometimes be associated with a higher potential for 

covenant violations and a reduced ability to obtain additional capital through 
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borrowing. Lazim and Jalani (2017) asserted that increased financial leverage 

positively influences income management behaviors based on accruals. 

Additionally, due to the potential wealth transfer from debt holders to 

managers associated with higher financial leverage, some managers may be 

motivated to manipulate financial statements to meet debt covenants. 

Charalambous (2002) pointed out that higher debt levels may increase the 

likelihood of fraud. Brazil and colleagues (2009) and Alden et al. (2012) 

believed in the impact of financial leverage on fraud in financial statements." 

Ratios of Asset Management or Ratios of Working Capitals (Efficiency): 

These ratios can be used to measure the efficiency of a company in employing 

assets (Dalnial, 2014). Kirkos, Spathis, and Manolopoulos (2007) reported 

significant differences between fraudulent and non-fraudulent companies in the 

mean ratio of working capital. 

Profitability Ratios: These ratios are employed to measure the affordability 

of a company to generate income and acquire earnings (Jahankhani & Shoori, 

2013). According to Kreutzfeldt & Wallace (1986), businesses with lower 

earnings are more significantly likely to commit fraud in financial statements 

than businesses with higher earnings. 

Metaheuristic Algorithms 

Metaheuristic algorithms try to find the best solution of all the possible 

solutions to an optimization problem. They are nature-inspired algorithmic 

frameworks designed to offer a suboptimal solution to an optimization 

problem. In particular, these algorithms are preferable when the available 

information is incomplete and the computing capacity is limited (Bianchi et al., 

2009). 

Genetic Algorithm: The genetic algorithm (GA) is a method of search and 

optimization developed in selection principles and natural genetics (Xu & 

Wunsch, 2005). This algorithm benefits from biological evolution techniques 

(e.g., inheritance, biological mutation, and Darwinian selection principles) to 

find an optimal model prediction or adaptation formula. According to Darwin’s 

theory of gradual evolution, only individuals with superior genes can survive 

and reproduce new offspring. In contrast, individuals with inferior genes will 

be eliminated in the survival of the fittest. This process continues until the 

acquisition of an optimal solution or the end of runtime (Taghavi & Nobari, 

2006). 

Grey Wolf Optimization: GWO is a metaheuristic algorithm inspired by 

grey wolves' hierarchical structure and social behavior while hunting. This 
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population-based algorithm has a simple process that can easily be generalized 

to problems with higher dimensions. 

This algorithm consists of three significant steps: 

1) Observing, tracking, and pursuing a prey 

2) Approaching, enclosing (encircling), and confusing the prey until it stops 

moving 

3) Attacking the prey (Mirjalili & Lewis, 2014) 

Particle Swarm Optimization: In the early 1990s, many studies were 

conducted on the social behavior of animal groups. Inspired by those studies, 

Eberhart and Kennedy (1995) introduced the particle swarm optimization 

(PSO) algorithm to optimize nonlinear continuous functions. This algorithm 

was inspired by simulating the behavior of a flock of flying birds. It can solve a 

wide range of optimization problems (El-Shorbagy & Hassanien, 2018). 

Consider a flock of birds hunting randomly for food in a space with only one 

piece of food. The birds are still determining where the food is. Pursuing the 

bird that is in the shortest distance from food can be one of the best strategies. 

This strategy is the central theme of this algorithm. Referred to as a particle, 

each solution in this algorithm represents a bird in the flock of flying birds. A 

particle has a fitness value calculated by a fitness function. It also has a 

velocity responsible for directing this particle's moves. Each particle continues 

moving in the problem space by following optimal particles in the current state. 

In other words, some particles are first generated randomly. They then try to 

find an optimal solution by updating generations (Nath et al., 2014). 

The Particle Swarm Optimization (PSO) algorithm is one of swarm 

intelligence's most essential optimization methods. This algorithm is inspired 

by simulating the collective behavior of birds in flight. PSO can be used to 

solve a wide range of optimization problems effectively. 

In our approach, the Particle Swarm Optimization (PSO) algorithm 

selection was driven by its inherent features, such as its ability to explore 

solution spaces efficiently and converge quickly, making it a superior choice 

compared to alternative metaheuristic algorithms. 

Particle Swarm Optimization (PSO) is considered an evolutionary 

computational algorithm that relies on swarm intelligence and is a population-

based optimizer. The optimization process in PSO begins with randomly 

initializing a set of potential solutions. Then, it iteratively searches for the 

optimum. The algorithm finds the best position by following the best particles. 

Compared to other evolutionary algorithms, PSO has intelligent characteristics. 
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Due to the advantages of Particle Swarm Optimization, it is suitable for 

scientific research. In this group, each member has a velocity vector and a 

position vector in the search space. In each iteration, the new positions of 

particles are updated based on their current velocity vectors, the best position 

found by that particle, and the best position found by the best particle in the 

group. This updating process allows the particles to explore the search space 

and converge toward the optimal solution over time. 

Let us assume that the search space is a d-dimensional space. The position 

and velocity of particle i in the search space can be represented as follows: 

𝑋𝑖 = (𝑥𝑖 1و 𝑥𝑖 2و 𝑥𝑖 3و … 𝑥𝑖 𝑑 و  )      Position Vector 𝑋𝑖                                     (1) 

𝑉𝑖  = (𝑣𝑖 1و𝑣𝑖 2و𝑣𝑖 3و ⋯  𝑣𝑖 𝑑) The velocity of ith particle with the velocity 𝑉𝑖 isو

as velocity vector                                                                                              (2) 

To describe the best position that particle 𝑃𝑖.𝑏𝑒𝑠𝑡 finds, you can use 

equation 3 and denote it as 

𝑃𝑖.𝑏𝑒𝑠𝑡 = (𝑝𝑖1
𝑝𝑖2 و

𝑝𝑖3 و
… و 𝑝𝑖𝑑 و

)                                                                      (3)          

The best position found by the best particle among all particles in the 

swarm, denoted as 𝑃𝑖.𝑏𝑒𝑠𝑡, can be defined as follows in equation 4: 

𝑃𝑔.𝑏𝑒𝑠𝑡 = (𝑝𝑔1
𝑝𝑔2 و

𝑝𝑔3 و
… و 𝑝𝑔𝑑و

)                                                                   (4) 

In each iteration, the velocity and position of each particle will be updated 

based on their own previous best position and the best position among the 

entire population. In the PSO algorithm, there are three functions for updates: 

(V) velocity, (X) position, and (W) inertia weight, which are updated according 

to the following equations. 

𝑉𝑖و𝑗(𝑡 + 1) = 𝑤. 𝑣𝑖و𝑗(𝑡) + 𝐶1. 𝑅1. (𝑝𝑏𝑒𝑠𝑡𝑖,𝑗 − 𝑥𝑖و𝑗(𝑡)) + 𝐶2. 𝑅2. (𝑔𝑏𝑒𝑠𝑡𝑖و𝑗(𝑡) − 𝑥𝑖و𝑗(𝑡))                         (5) 

𝑋𝑖و𝑗(𝑡 + 1) = 𝑥𝑖و𝑗(𝑡) + 𝑣𝑖و𝑗(𝑡 + 1)                                                                 (6)   

𝑊(𝑡 + 1) = 𝑤𝑚𝑎𝑥 − (
𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛

𝑡𝑚𝑎𝑥
). (𝑡 + 1)                                       (7) 

t represents the number of iterations. 𝑣𝑖و𝑗 is the velocity of the i-th particle, 

and 𝑥𝑖و𝑗 is the position of the i-th particle. 𝑅1 and 𝑅2 are two random numbers 

from 0 to 1. 𝐶1 is a constant acceleration coefficient (towards the best path 

found by the particle), and 𝐶2 is another constant acceleration coefficient 

(towards the best path found among the entire population). W is a positive 

inertia weight coefficient (indicating the influence of the velocity vector from 
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the previous iteration, 𝑉𝑖(𝑡), on the velocity vector in the current iteration, 

𝑉𝑖(𝑡 + 1). To prevent excessive speed during the movement of a particle from 

one location to another (avoiding vector velocity divergence), velocity changes 

are limited to the range between V_min and V_max, where V_min≤V ≤ 

V_max. The upper and lower speed limits will be determined based on the type 

of problem. The convergence test in this algorithm is as follows: By default, a 

predefined number of iterations is set at the beginning, and each stage, it 

checks if the number of iterations has reached the specified value. If the 

number of iterations is less than the initial setting, it needs to return to stage 2; 

otherwise, the algorithm terminates. Additionally, if there has not been any 

change in the cost of the best particle over several consecutive iterations, for 

example, 20 iterations in a row, then the algorithm terminates. In this case, you 

must return to stage 2 if the termination condition is unmet. 

The algorithm assumes that each solution to the problem is considered a 

particle, and at each stage, a set of solutions is represented as particles. The 

figure below illustrates the movement of a particle in the vector space under 

the influence of the displacement vector and particle velocity. 

 

Figure.3 The Effect of Velocity on Particle Position (Zero and Banirostam, 2018) 

As shown in the figure above, the new velocity vector of a particle is 

updated based on its current velocity vector, the desired position of the best 

member of the population, and the previous desired position of the particle. 

The flowchart of the Particle Swarm Optimization algorithm is depicted in 

the figure below. 
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Figure 4 Flowchart of the Particle Swarm Optimization Algorithm (Clerc, 2010) 

Support Vector Machine 

The support vector machine (SVM) is a two-class classification method with 

supervised learning. Introduced by Vapnik (1995) based on the statistical 

learning theory, it can be employed to solve classification or regression 

problems. This algorithm draws some hyperplanes in the space to optimally 

distinguish between different data samples. In fact, these hyperplanes 

differentiate between two groups so that they have the longest distance from 

the closest points from each group. The best hyperplane is the plane with the 

longest distance from both groups. This method classifies data by finding the 

best hyperplanes that separate a group's data from another group's data 

(Pradhan, 2012). 

Research Background 

Recent advancements in fraud detection have witnessed significant 

breakthroughs, employing cutting-edge technologies and methodologies. Ali et 

al. (2023) introduced a state-of-the-art fraud detection model utilizing the 

robust XGBoost algorithm. Their study focused on Middle Eastern and North 

African (MENA) companies and effectively addressed class imbalance issues 

using the Synthetic Minority Over-sampling Technique (SMOTE). Their 

findings demonstrated exceptional accuracy, with the XGBoost method 
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achieving an impressive 96.05%. 

Similarly, Lei et al. (2023) presented a comprehensive AI-driven 

methodology to mitigate corporate financial risk proactively. Their four-step 

approach encompasses data preprocessing, feature selection, categorization, 

and parameter optimization. Leveraging innovative techniques like the Chaotic 

Grasshopper Optimization Algorithm (CGOA) and Support Vector Machines 

(SVM), their model achieved an accuracy rate of 85.38%, showcasing superior 

predictive and decision-making capabilities. 

Chen (2023) contributed to the field by evaluating machine learning 

models, including Random Forest, Gradient Boosting Decision Trees (GBDT), 

XGBoost, and LightGBM, to develop a robust financial statement fraud 

detection system for public businesses. This research also introduced an 

integrated feature selection technique and effectively tackled the issue of 

imbalanced data distribution, notably enhancing fraud identification. Among 

the models assessed, GBDT exhibited outstanding performance in terms of 

AUC and sensitivity. 

Aftabi et al. (2023) proposed an innovative approach based on Generative 

Adversarial Networks (GANs) for fraud detection. Their method showcased 

remarkable effectiveness by compiling a new dataset from the annual financial 

statements of Iranian banks and extracting three types of features. Notably, 

their approach outperformed other classification techniques, achieving an 

accuracy of 99% with XGBoost and 100% with SVM in generating synthetic 

suspected fraud samples. 

Kamrani and Abedini (2022) extracted two nonfinancial ratios and 19 

financial ratios by conducting a literature review, using snowball sampling, and 

interviewing experts. They then used an artificial neural network and a support 

vector machine to predict and detect fraud. According to the results, the 

support vector machine outperformed the artificial neural network with a 

prediction power of 86%. 

Rezaei, Nazemi Ardakani, and Naser Sadr Abadi (2020) used 41 financial 

and nonfinancial variables in a Bayesian network, a decision tree, a neural 

network, a support vector machine, and a combinatorial method for fraud risk 

detection. Their results indicated that the combinatorial method outperformed 

the other techniques with a prediction rate of 96.2% and a higher evaluation 

ability. 

Cheng, Kao, and Lin (2021) employed data preprocessing techniques in 

addition to feature selection of missing values, management of unbalanced 
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classes, merged features, and distance correlation for feature selection with 

four classifiers of neural network, decision tree, extra trees, and random forest. 

They reduced 72 financial ratios to 18 ratios. According to the results, the 18 

ratios selected by features merged with the random forest classifier yielded an 

accuracy of 98.92%, higher than those of other methods. 

Omidi, Min, Moradinaftchali, and Piri (2019) used five supervised 

methods, i.e., feedforward multilayer neural network, probabilistic neural 

network, support vector machine, polynomial linear, logarithmic model, and 

differential analysis, with 18 financial data for fraud risk prediction in financial 

statements. Their results indicated that the feedforward multilayer neural 

network outperformed the other methods in fraud risk detection with an 

accuracy above 90% in financial reports. 

Tashdidi, Sepasi, Etemadi, and Azar (2019) selected 23 financial ratios 

with available information in Iran to propose a novel approach for fraud risk 

detection in financial statements by searching empirical evidence. Using the 

cross-entropy method, they then extracted 16 ratios as the best and most 

effective ratios. Moreover, they employed logistic regression, genetic 

algorithm, and artificial bee colony algorithm to classify companies as 

fraudulent and non-fraudulent categories. According to their results, the 

artificial bee colony algorithm outperformed the other methods in fraud risk 

prediction with an accuracy of 82.5%. 

Jan (2018) used a neural network and a support vector machine to extract 

appropriate variables for fraud prediction from 22 financial and nonfinancial 

variables within 11 years. They obtained 10 and 3 variables from the neural 

network and the support vector machine, respectively. They also employed 

four decision tree techniques (i.e., CHAID, CART, C5.0, and QUEST) to 

analyze the accuracy of fraud risk detection in financial statements. According 

to their results, ten variables extracted by the artificial neural network and 

classification with the CART decision tree yielded the highest accuracy of 

fraud risk detection (90.21%) in financial statements. 

Omar, Johari, and Smith (2017) predicted fraud risk in financial reports 

through logistic regression, support vector machine, multiple-criteria decision 

analysis, and artificial neural networks. They used ten financial ratios for fraud 

risk prediction. The results indicated that the artificial neural network 

outperformed the other methods in fraud risk prediction with an accuracy of 

94.87%. 

Ebrahimi and Khajavi (2017) used the correlation-based feature selection 

method to select the variables having the most significant effects on fraud risk 
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detection in financial statements. For this purpose, they selected 40 financial 

and nonfinancial variables. The research results indicated the usefulness of the 

cash ratio, interest coverage ratio, accounts receivable to total assets, inventory 

to net sales ratio, the natural logarithm of sales, ratio of net income to sales, 

and ratio of current assets to total assets. They also adopted data mining 

methods (e.g., artificial neural network, Bayesian network, and random forest) 

for fraud risk prediction. According to their results, the random forest 

algorithm outperformed the other techniques in fraud risk prediction with an 

accuracy of 96.77%. 

Zare Bahmanmiri and Malekian (2016) proposed a financial fraud risk 

prediction model. They conducted stepwise regression and elastic net tests in 

two steps in MATLAB. They selected seven financial ratios: the ratio of 

working capital to an asset, the ratio of accounts receivable to sales, the ratio of 

cash to current debt, the ratio of inventory to a current asset, the ratio of debt to 

equity, the ratio of gross income to asset, and absolute value of changes in 

current ratio. The logit test results indicated that 64.04% of the estimated 

model could be predicted. 

These recent studies underscore the rapid evolution of fraud detection 

techniques, emphasizing the critical role of advanced algorithms and data-

driven methodologies in effectively identifying fraudulent activities. They 

provide valuable insights that inform the current research and its contribution 

to this dynamic field. 

Research Hypothesis 

After the theoretical foundations and research background were reviewed, the 

research hypothesis was presented below: 

The particle swarm optimization algorithm generated more significant 

financial ratios than the genetic and grey wolf optimization algorithms for 

fraud risk prediction. 

The Particle Swarm Optimization (PSO) algorithm, due to its inherent 

characteristics of parallelism, population-based search, and local exploration, 

demonstrates superior capabilities and better performance in feature reduction 

and optimal variable extraction compared to genetic algorithms and Grey Wolf 

Optimization (GWO) algorithms. Therefore, based on this premise, the above 

hypothesis was formulated and investigated in general terms. 
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Research Methodology 

From a results and outcomes perspective, this research is considered practical 

as it seeks to solve the practical problem of fraud detection. In terms of its 

objective can be described as descriptive-correlational because it aims to 

describe the relationships between elements in financial statements and fraud. 

The process is quantitative, relying on numerical data from companies' 

financial statements. Regarding the temporal dimension, it is retrospective 

because it utilizes historical financial statement data from past years. 

Statistical Population and Research Sample 

The statistical population included the companies listed on the Tehran Stock 

Exchange. The systematic conditional sampling method was employed to 

select the research sample. The fiscal years of companies were expected to end 

on March 20 (or March 21), and they were not supposed to be financial 

intermediaries such as investment companies, holdings, banks, and insurance 

companies. The necessary data of research variables should be available. Based 

on these conditions, 180 companies were selected. 

Data Collection Tools 

Both Iranian and foreign studies (e.g., books and papers) were reviewed 

through notes in a library method to collect the necessary data regarding 

theoretical foundations and research background. The necessary variables data 

were collected from financial statements and reports provided by independent 

auditors and authorized inspectors and published by the Tehran Stock 

Exchange. Rahavard Novin Software Suite and MS Excel were also employed 

for essential calculations. Moreover, metaheuristic and data mining methods 

were in MATLAB for data analysis and hypothesis testing. Metaheuristic and 

data mining methods were employed for data analysis, and these analyses were 

conducted using MATLAB R2020a (MATLAB 9.8). 

Research Variables and Models 

Dependent Variable: To define and detect fraud in financial statements as the 

dependent variable, Audit Standard 240, entitled Auditor's Responsibility, was 

reviewed along with the theoretical foundations of domestic and foreign studies 

regarding fraud to extract the most critical cases of fraud: 

1) Overestimating and underestimating incomes and assets  

2) Overestimating and underestimating costs and debts 
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In the paragraphs about the fundamentals of the auditor's opinion regarding 

the audit of financial statements, if there is a condition clause regarding the 

inventory being stagnant, where no allowance has been made for a reduction in 

value in the financial statements, discrepancies exist in the confirmations 

received from counterparties for receivables and payables (whether favorable 

or unfavorable), incorrect calculations related to accrued end-of-service 

benefits and taxes, or non-compliance with or incorrect application of the 

relevant standards for reevaluating fixed assets, investments, depreciation 

calculations, and so forth, it indicates either an understatement or 

overstatement of assets, liabilities, income, or expenses, depending on the 

nature of the event and the specific item. 

3) Restated financial statements and significant yearly moderations 

4) Tax differences from tax areas and insufficiency of savings for 

performance tax:  

In the event of a tax dispute with tax authorities and insufficient provisions 

for tax liabilities in the financial statements, the independent auditor, based on 

the results of their examinations of the company's financial statements, will 

explicitly reference this issue in their audit report as an adjusted opinion 

(qualified opinion, disclaimer of opinion, or an adverse opinion) under one of 

the condition clauses in the fundamentals of the auditor's opinion. 

5) Stagnant assets and items, such as inventory 

6) The assumption of a company’s nonstop activity for several consecutive 

periods is doubted, and an auditor’s statement is conditional. However, the 

company is still supposed to present financial statements based on the 

continuity of its activities. For instance, consider a company where 

production was stopped two years ago with no sales. 

7) Misuse of accounting standards for identification, measurement, 

classification, presentation, and disclosure  

Suppose a company makes an error in applying a standard at any stage 

(identification, measurement, classification, presentation, or disclosure). In that 

case, the independent auditor will explicitly refer to these errors as condition 

clauses in the fundamentals of the auditor's opinion in the audit report on the 

company's financial statements. 

Some Iranian studies (eg., Kamrani & Abedini (2022); Tashdidi et al. 

(2019), Ebrahimi and Khajavi (2017), Zare Bahmanmiri and Malekian (2016) 

& Kazemi (2016)) have confirmed the relationships between fraud cases and 
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auditor statements. Hence, the paragraphs on condition and the other 

paragraphs of audit reports of companies with moderated statements (i.e., 

rejected statements, lack of statements, and conditional statements) were 

analyzed thoroughly. Of 1440 fiscal years (180 companies in 8 years), 532 

fiscal years were identified as suspiciously fraudulent, whereas 908 were 

identified as non-fraudulent. The suspiciously fraudulent companies were 

represented by 1, whereas the non-fraudulent companies were represented by 0. 

Independent Variable: Financial ratios were used as the independent or 

fraud predictor of financial statements in this study. After a review of the 

literature and theoretical foundations, financial ratios were extracted and 

classified into four categories: liquidity, leverage, efficiency, and profitability. 

Some of the similar and inverted ratios were excluded in the initial analysis. 

Finally, 96 financial ratios remained. 

Results 

In fraud detection, many data collection techniques are used for early detection, 

usually characterized by many distinct features and a small number of cases. 

Achieving a reliable result (e.g., classification of fraudulent and non-fraudulent 

reports) requires appropriate ratio of sample size to the number of features. 

Hence, feature selection is necessary for complicated problems such as fraud 

detection. In addition, feature selection can improve the classification accuracy 

due to data dimensionality reduction. Many feature selection methods have 

been developed so far, such as filter, wrapper, and embedded techniques, 

among which wrapper techniques can yield better accuracy and can be 

integrated with different optimization tools, such as metaheuristic search, for 

searching an optimal subset with high computational complexity. Metaheuristic 

methods were introduced to solve the feature selection problem because non-

deterministic polynomial (NP)1 It is the best solution to many problems. 

Metaheuristic algorithms can select the optimal feature subset that classifies the 

results more accurately (Begum et al., 2019). 

    The genetic algorithm, grey wolf optimization algorithm, and particle 

swarm optimization algorithm were used as metaheuristic methods of nature-

inspired evolutionary algorithms to select a subset of features (i.e., financial 

ratios). The results were saved as MATLAB tables. 

                                                 
1 In the computational complexity theory, NP stands for non-deterministic polynomial and represents one of the most 

fundamental classes. It refers to the runtime. In many typical problems of computer science, especially the decision-

making model, search and optimization problems are considered NP problems. 
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Selecting a Feature Subset Based on Metaheuristic Algorithms 

According to the following figure, the fitness functions of GA, GWO, and PSO 

increased in the problem of selecting subsets of features by increasing iteration 

to an optimum with an error rate of zero. 

 

Figure 5. Convergence of fitness functions to an optimum in the proposed 

algorithms (Ref.: research findings) 

After 100 iterations, the fitness function (𝐹 = 𝑀𝑎𝑥 𝑓(𝑥) =   ∑ 𝑠𝑗𝑥𝑗
𝑀
𝑖=1 −

𝑝 × 𝑚  𝑥𝑗 ∈ {0,1}) was employed to obtain the information regarding the best 

financial ratios selected by each algorithm. The following table presents the 

information, including the value of the fitness function, accuracy, and iteration 

for extracting the best financial ratios: 

Table 1. Results of extracting financial statements in each algorithm 

Algorithm Fitness Function Accuracy Iteration 

GA 0.2917 70.83% 89 

GWO 0.2940 70.60% 31 

PSO 0.2708 72.92% 19 

(Ref.: research findings) 

In light of the obtained results, it becomes evident that the primary 

hypothesis, focusing on selecting optimal financial ratios, has been rigorously 

validated. Specifically, the particle swarm optimization algorithm has 

outperformed competing algorithms such as grey wolf optimization and genetic 

algorithms. This achievement is significant as it has facilitated the 

identification of more meaningful financial ratios for predicting the likelihood 
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of financial fraud. Tables 2 to 4 report the financial ratios extracted by each of 

the algorithms after 100 iterations: 

Table 2. Financial ratios selected by GA 

Financial Ratio 

Frequency of 

Feature in 30 

Iterations 

Financial Ratio 

Frequency of 

Feature in 30 

Iterations 

Total debts to total 

assets 
22 Total debts to equity 17 

Working capital to total 

assets 
22 

Retained earnings and 

loss to equity 
29 

Accounts receivable to 

sales 
30 Inventory turnover 13 

Accounts receivable to 

total assets 
30  

(Ref.: research findings) 

Table 3. Financial ratios selected by GWO 

Financial Ratio 

Frequency of 

Feature in 30 

Iterations 

Financial Ratio 

Frequency of 

Feature in 30 

Iterations 

Total debts to total 

assets 
18 

Gross income to total 

assets 
22 

Net income to total 

assets 
17 

Cash balance to total 

assets 
17 

Working capital to total 

assets 
21 

Net income to gross 

income 
18 

Accounts receivable to 

sales 
23 

Retained earnings and 

loss to equity 
22 

Instant asset to current 

debt 
15  

(Ref.: research findings) 

Considering the values obtained for accuracy, sensitivity, specificity, and 

the F1-score in the table above, the second hypothesis, which pertains to the 

support vector machine classifier compared to other classifiers such as k-

nearest neighbors and Bayesian networks, has been substantiated. It is now 

evident that the support vector machine classifier is more effective in 

predicting the likelihood of financial fraud, as supported by the superior 

performance indicated in the evaluation metrics. 
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Table 4. Financial ratios selected by PSO 

Financial Ratio 

Frequency of 

Feature in 30 

Iterations 

Financial Ratio 

Frequency of 

Feature in 30 

Iterations 

Total debts to total 

assets 
26 

Net income to gross 

income 
17 

Working capital to total 

assets 
22 

Current assets to current 

debt 
15 

Inventory to current 

asset 
23 

Cash balance to current 

debt 
16 

Accounts receivable to 

sales 
27 

Retained earnings and 

loss to equity 
23 

Accounts receivable to 

total asset 
25 

Long-term debt to 

equity 
18 

Gross income to total 

assets 
29  

(Ref.: research findings) 

Learning techniques were first trained to analyze and evaluate the financial 

ratios extracted from the proposed algorithms. For this purpose, 70% of data 

(i.e., 1008 data including 376 data from suspiciously fraudulent companies and 

632 data from non-fraudulent companies) were given as training data to the 

proposed MATLAB algorithms to determine each model's training percentage. 

Finally, 30% of the data (i.e., 432 data including 156 data of suspiciously 

fraudulent companies and 276 non-fraudulent companies) were used as test 

data in MATLAB to evaluate the proposed algorithms and analyze fraud risk 

prediction in financial statements. 

Results of Evaluating Financial Ratios in Fraud Risk Prediction 

The following criteria were employed to evaluate the financial ratios extracted 

from each algorithm in fraud risk prediction: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                               (8) 

Precision =
TP

TP+FP
                                                                                            (9) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

𝑇𝑃+𝐹𝑁
                                                                                              (10) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 
                                                                 (11)  
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Tables 5 to 7 present the brief results of financial ratios extracted by the 

proposed algorithms and the SVM classifier for fraud risk prediction in 

financial statements through the abovementioned evaluation criteria in 30 

iterations with testing data: 

Table 5. Brief results of GA with SVM classifier 

Statistics Accuracy Precision Recall F-Measure 

Mean 0.7647 0.6934 0.6248 0.6572 

Max 0.7755 0.7092 0.6410 0.6734 

Min 0.7430 0.6666 0.5769 0.6185 

SD 0.0079 0.0115 0.0173 0.0133 

(Ref.: research findings) 

Table 6. Brief results of GWO with SVM classifier 

Statistics Accuracy Precision Recall F-Measure 

Mean 0.7583 0.6680 0.6588 0.6631 

Max 0.7755 0.6928 0.6795 0.6860 

Min 0.7338 0.6242 0.6218 0.6346 

SD 0.0112 0.0190 0.0184 0.0143 

(Ref.: research findings) 

Table 7. Brief results of PSO with SVM classifier 

Statistics Accuracy Precision Recall F-Measure 

Mean 0.8060 0.7120 0.7773 0.7432 

Max 0.8148 0.7236 0.7884 0.7546 

Min 0.7824 0.6782 0.7500 0.7151 

SD 0.0076 0.0110 0.0130 0.0098 

(Ref.: research findings) 

Upon examining the values obtained for evaluation metrics such as 

accuracy, sensitivity, specificity, and the F1-score in the tables above, in 

comparison to numerical analyses, the research hypotheses outlined in the 

study have been further corroborated. It is now evident that using a combined 

classification method can effectively reduce misclassifications in financial 

ratios compared to other classification techniques. This approach has 

demonstrated its efficacy and superiority over alternative classification 

methods in reducing false positives and improving prediction accuracy, thus 
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confirming our research hypotheses. 

Results of Analysing Models Based on Confusion Matrix 

The number of classes in a confusion matrix depends on the number of rows 

and columns. There are two classes (i.e., suspiciously fraudulent companies 

and non-fraudulent companies) in this study; hence, the confusion matrix 

consists of the following elements: 

True Positive (TP): The suspiciously fraudulent financial statements identified 

correctly 

False Positive (FP): The suspiciously fraudulent financial statements identified 

wrongly as non-fraudulent 

True Negative (TN): The non-fraudulent financial statements identified 

correctly 

False Negative (FN): The non-fraudulent financial statements identified 

wrongly as suspiciously fraudulent 

Table 8 presents the confusion matrix results obtained from the proposed 

algorithms and the SVM classifier through test data: 

Table 8. Test data Confusion matrix results proposed models with SVM classifier 

Algorithm GA GWO PSO 

TP Mean 100 106 123 

TN Mean 235 229 229 

TP Mean + TN Mean 335 335 352 

FP Mean 41 47 47 

FN Mean 56 50 33 

FP Mean + FN Mean 97 97 80 

(Ref.: research findings) 

Results of Analyzing Precision and Error in Predicting Financial Ratios 

The following table reports the results of analyzing precision and error in 

predicting financial ratios extracted by GA, GWO, and PSO with an SVM 

classifier through test data. 

Table 9. Results of precision and error in proposed models with SVM classifier 

Algorithm 
Prediction Precision Prediction Error 

GA GWO PSO GA GWO PSO 

SVM 0.6934 0.6680 0.7120 0.3066 0.3320 0.2880 

(Ref.: research findings) 



123 

 

Fraud Risk Prediction in Financial Statements through Comparative… 

 

 

The area under the Curve of ROC 

The receiver operating characteristic (ROC) curve demonstrates the 2D 

presentation of results yielded by the proposed methods. The x-axis and the y-

axis represent the values of TP and FP, respectively. In this method, a common 

criterion is to calculate the area under the curve of the ROC. 

The efficiency of each algorithm was determined through the SVM 

classifier based on the values of accuracy, recall, precision, TP, and FP in the 

ROC. The areas under the ROC curve were 74,70%, 80,30%%, and 83,03% for 

GA–SVM, GWO–SVM, and PSO–SVM, respectively. The results indicate that 

the proposed models predicted suspiciously fraudulent and non-fraudulent 

companies. 

 

 

 

 

 

 

 

 

 

 

Figure 6. Efficiency evaluation of algorithms (Ref.: research results) 

Discussion and Conclusion  

Despite the importance of financial fraud and its detrimental effects on the 

economy, the fraud risk always exists and never leaves organizations alone. 

Given recent IT advances, methods of fraud have become more complicated 

and faster. Moreover, it is impossible to determine the independent variables 

affecting fraud risk prediction in financial statements. Since statistical methods 

can better predict continuous linear data than discrete nonlinear data 
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(Ranganathan et al., 2017), they cannot predict fraud risk correctly. Hence, it is 

essential to develop methods of fraud risk detection in financial statements. 

Metaheuristic methods were used in this study to extract appropriate financial 

ratios for fraud prediction in financial statements. Table 10 presents an 

overview of results regarding performance evaluation criteria in the proposed 

algorithms with the SVM classifier. 

Table 10. Results of performance evaluation criteria for financial ratios extracted 

by the proposed methods with the SVM classifier for fraud prediction 

Algorithm GA GWO PSO 

Accuracy 76.47% 75.83% 80.60% 

Precision 69.34% 66.80% 71.20% 

Recall 62.48% 65.88% 77.73% 

F-measure 65.72% 66.31% 74.32% 

Prediction error 30.66% 33.20% 28.80% 

Confusion matrix results (TP mean + TN mean) 335 335 352 

ROC 74.70% 80.30% 83.03% 

(Ref.: research findings) 

The research hypothesis was confirmed: the financial ratios extracted by 

the PSO algorithm outperformed the other financial ratios extracted by the 

other two algorithms in all performance evaluation criteria. 

Table 11 indicates the consistency between the financial ratios extracted by 

the PSO algorithm and the financial ratios used in some of the previous studies: 

Table 11. Results of analyzing the extracted financial ratios in comparison with 

the previous ratios 

Financial Ratio Previous Studies 

Total debts to total assets 
Chang et al. (2021); Jan (2018); Omar et al. (2017); Kamrani 

& Abedini (2022); Rezaei et al. (2020); Kazemi (2016) 

Working capital to total 

assets 

Omar et al. (2017); Tashdidi et al. (2019); Bahmanmiri & 

Malekian (2016) 

Inventory to current asset Bahmanmiri & Malekian (2016) 

Accounts receivable to sales 
Omar et al. (2017); Kamrani & Abedini (2022); Tashdidi et al. 

(2019) 

Accounts receivable to total 

assets 

Chang et al. (2012); Kamrani & Abedini (2022); Rezaei et al. 

(2020) 

Gross income to total assets Omar et al. (2017); Bahmanmiri & Malekian (2016) 

Net income to gross income Tashdidi et al. (2019) 

Current asset to current debt 
Omidi et al. (2019); Jan (2018); Rezaei et al. (2020); Tashdidi 

et al. (2019); Kazemi (2016) 

Retained earnings and loss 

to equity 
Kazemi (2016) 
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Long-term debt to equity Omidi et al. (2019); Tashdidi et al. (2019) 

(Ref.: research findings) 

The research results are consistent with the findings of previous studies 

indicating the informational content and usefulness of financial ratios in fraud 

risk prediction. 

According to the research results, the following suggestions are made: 

1) It is difficult, specialized, and time-consuming to identify the companies 

committing fraud in their financial statements, and many users of financial 

statements lack the necessary and sufficient expertise in this regard. Hence, 

an organization or institution should consider addressing fraudulent 

financial reporting more seriously than ever. Moreover, a specialized 

council should be formed to identify fraudulent companies and to publicize 

their information. 

2) Since the 11 introduced financial ratios have the highest capability of 

predicting fraud, the users of financial statements and auditors are advised 

to benefit from those ratios in their analyses. 
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